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Abstract—The microsoft kinect sensor has open new doors
in the field of human machine interaction, one of the features
of kinect sensor is its ability of recognizing human skeleton
joints. This work explores the use of the recognition human
gestures using neural networks. Three different neural networks
architectures will be tested in the paper, backpropagation, Radial
Basis Function and ANFIS neural networks, experiments and
results are shown in order to validate the proposed system for
gesture recognition.

I. INTRODUCTION

Technology is improving the way in which humans can
interact with machines, an example of this optimization is
the microsoft kinect sensor, originally created to be used in
videos games, kinect sensor potential for other applications
is in development, bringing the possibility of employing the
microsoft kinect sensor for a plethora of diverse areas such as
commerce, medicine, sales, education, industry, physiotherapy
and robotics.

An important part of human machine interaction is gesture
recognition, the microsoft kinect offers the possibility of iden-
tifying the human body skeleton. The human body skeleton
has different joints and in order to identify gestures that are
a sequence of movements is necessary to create a model that
relates gestures and movements. Different machine learning
algorithms have been proposed to build the referred model.

Some recent works have explored the use of Kinect in mo-
tion pattern identification. Rimkus in [1] proposes a systems
based on a Kinect for hand motion recognition using feedfor-
ward neural networks. Sorce in [2] proposed a method based
on a Kinect device and neural networks to identify whether
a hand is open or close. Zhang in [3] uses a Kinect system
based on Hidden Markov Models and Neuro-Fuzzy systems
to model the movements adopted by players in Golf. Heickal
in [4] uses the Kinect sensor to recognize full body skeleton
used by the umpires in a cricket match, backpropagation and
Naı̈ve Bayes Classifier are used for gesture recognition. Also
some new architectures using deep learning have been applied
to the problem as in the works of [12], [13], [15] , [?]

This work proposes a system based in neural networks
for gesture recognition, the gesture acquisition will be done
with a Kinect sensor that will capture the skeleton data,
so Multilayer Perceptron, Radial Basis Function and ANFIS
neural networks will be employed for the gesture recognition.
Besides, the application of these three different neural network
architectures for gesture recognition, a comparison of the
performance of the neural networks is analyzed. The paper
is divided in 6 sections, after a brief introduction in the first
section; the second section explains the theoretical background
used in the paper; the third section describes the experimental
setup; section fourth details the data storage phase and design
of the neural networks; section fifth summarizes the results
of the system and finally the last section elucidates the main
conclusions of the paper and future works.

II. THEORETICAL BACKGROUND

Neural networks have been employed in different ways such
as regression, system identification and classification. It will
be reviewed the principles and structure of the neural networks
that have been used in our experiments.

A. Multilayer Perceptron (MLP)

Exist different kinds of neural networks and their classifi-
cation is related to their learning algorithms or architecture,
a multi-layer perceptron neural network (MLP) will be used,
MLP neural networks are classified as networks with a super-
vised learning algorithm. The MLP has an architecture based
in 3 layers, an input layer, a hidden layer and an output layer.
In [5] is stated that networks with just two layers of weights are
capable of approximating any continuous functional mapping.
Based on the work written by Terra in [6] will be described a
MLP neural network, for one hidden layer, presenting in the
sample n, the input vector xn = [x1n, x2n, . . . , xpn]

T , for a
p-dimensional input vector and a q-dimensional output vector,
the MLP output of the neuron k (where k = 1, 2, . . . , q) is
given by:

ŷk = φk(Σwkjφj(Σwjixin)) (1)



Where m is the number of neurons in the hidden layer,
wkj is the weight between the neuron j (hidden layer) and
the neuron k (output layer), wji is the weight between the
neuron i (input layer) and the neuron j (hidden layer), φk is
the nonlinear activation function in the output layer and φj is
the nonlinear activation function in the hidden layer.

B. Adaptive Neuro-Fuzzy Inference System (ANFIS)

As mentioned in [7], an ANFIS is a kind of adaptive
network that acts as a framework for adaptive fuzzy inference
systems. A fuzzy inference system is a popular computing
framework based on the concepts of fuzzy set theory, fuzzy
if-then rules, and fuzzy reasoning. The ANFIS neural network
will be reviewed here briefly based in [7].

For a first-order Sugeno fuzzy model, a typical rule set with
two fuzzy if-then rules can be expressed as:

Rule 1 : if x is A1 and y is B1

Then f1 = p1x + q1y + r1

Rule 2 : if x is A2 and y is B2

Then f2 = p2x + q2y + r2

In the structure of a neural network, nodes of the same
layer have similar functions, we will denote the output node
i in layer l as Oi,j . Where x and y are referred to any input
to the network, and can be any kind of data, they could be
image features or atmospherical information, depends of the
network application. Every node i in this layer is an adaptive
node with a node output defined by:

O1,i = µAi
(x), for i = 1, 2, or

O1,j = µBi−2
(y), for i = 3, 4,

(2)

Where x (or y) is the input to the node, and Ai or Bi−2 is
a fuzzy set associated with this node. Ai and Bi can be any
parameterized membership function. For example, Ai can be
characterized by the generalized bell function:

µAi
(x) =

1

1 + [(x−ci
ai

)2]bi
(3)

Where ai, bi, ci are the bell function parameters. Training
the network consists of finding suitable parameters for the
layers, gradient descendent methods and least squares methods
are used in the training phase.

C. Radial Basis Function (RBF)

These kind of neural networks compute the activation of
a hidden unit calculating the distance between the input
vector and a prototype vector as stated in [5], the training
of these networks is faster than the multilayer perceptron,
these networks have a two stage training procedure, in the
first stage are calculated the parameters of the radial basis
function that are related to the hidden neurons, this first stage
uses an unsupervised training technique, in the second stage
are calculated the final weights of the layer. The radial basis
function approach introduces a set of N basis functions, one
for each point, that takes the form ϕ(∥x − xn∥) where ϕ
is some non-linear function, and depends of the Euclidean

Fig. 1. Kinect Sensor (image taken from [9]).

distance between x and xn, where x and xn are input vectors,
the output of the mapping is then represented as a linear
combination of the basis function:

h(xn) =
∑

w
∑

wnϕ(∥ x− xn ∥) (4)

and its matrix form is represented as:

Φw = t (5)

t, represents the network targets, if exists the inverse matrix,
we can obtain:

w = Φ−1t (6)

There are many kinds of basis functions but the most
common is the Gaussian:

ϕ = exp(− x2

2σ2
) (7)

III. EXPERIMENTAL SETUP

The kinect sensor will be employed in the paper, the kinect
sensor is manufactured by the microsoft, the sensor was
projected initially as a complementary device for the xbox
videogames platform, the kinect sensor was created for the
Jew company primesense, the kinect sensor has a camera
and a sensor that is emitter and receiver of infrared rays
and a microphones array, these different sensors generate the
possibility of working with RGB digital images and the images
depth information as is stated in [8]. Figure 1, shows the
microsoft kinect sensor, that is the hardware equipment used
for the paper.

Processing is a flexible software sketchbook [10], a program
written in Java and using this software platform is employed
to capture the human skeleton, the program will let us capture
the skeleton data and store it. It was used as an initial
program the code developed by Bryan Chung in [11], this
program was modified in order to store the data that is of
our interest and adapt it to our experiments this program uses
processing and the library kinect4WinSDK. In Figure 2 it is
possible to observe 4 subfigures obtained with the kinect, the
first subfigure corresponds to the skeleton image, the second
subfigure is the RGB image, the third subfigure of the left
above is a segmented image of the person, the fourth subfigure
is the depth image. The Matlab toolbox of neural networks
will be used for the experiments of training and testing the
captured data.



Fig. 2. Skeleton image, RGB and RGBD images capture with the microsoft
Kinect sensor.

IV. GESTURE DATA COLLECTION AND NEURAL NETWORK
DESIGN

The RGBD images taken from Kinect were captured using
the program developed in the software processing, the joint
data captured from the skeleton was stored. The joint positions
chosen for the network input are the elbow, wrist and shoulder
positions in coordinates x,y and z. The data captured in the
experiments was integrated by 3840 samples. The data was
divided in testing and training data, 2560 samples were chosen
as training data and 1280 samples were chosen as testing data.

Afterwards, The Matlab toolbox of neural networks will be
used for the experiments of training and testing the captured
data. The training and sample data was normalized. The
multilayer perceptron (MLP) neural network used 10 hidden
neurons, the neural network will have 9 inputs corresponding
to the wrist, elbow and shoulder positions in the coordinates
x, y and z and one output that will be the gesture generated.
The ANFIS neural network also used the same inputs and
outputs for its architecture construction, and it constructed
its membership functions with Gaussians. Table 1 shows
the ANFIS neural network parameters constructed for the
experiments.

TABLE I
ANFIS NEURAL NETWORK PARAMETERS

Parameter Value
Number of nodes 92

Number of linear parameters 40
Number of nonlinear parameters 72

The radial basis function (RBF) neural network will employ
the same number of inputs (9 inputs) based on the arm joints
and one output based on the kind of gesture executed by
the person. Six different gestures were captured with four

Fig. 3. Arm gestures trajectories .

different human subjects of different ages; the subject ages
ranges were between 9 to 74 years old. Figure 3 shows the
different gestures executed by the subjects, the gestures are
labeled as K1, K2, K3, K4, K5 and K6 and encrypt linear
and circular trajectories as shown in the figure.

Gestures Defined: K1 Gesture: Waving the arm in a hori-
zontal plane. K2 Gesture: Waving the hand in a vertical plane.
K3 Gesture: Drawing the letter ”Z”. K4 Gesture: Moving in
a circular trajectory. K5 Gesture: Following a vertical line
trajectory. K6 Gesture: Following a horizontal line trajectory.

V. EXPERIMENTAL RESULTS

The results of the experiments with the neural networks are
shown in this section. Figure 4 shows the multilayer perceptron
neural network mean square error, it is possible to observe
that the error is very low and the system will reach a solution
in less than 12 epochs, the error will converge to less than
0.0001. The radial basis function neural network converges to
a mean squared error of 0.00005 using 50 neurons, with a
spread constant of 0.2 as it can be observed in figure 5.

The same experiments and data were used with the ANFIS
neural network, Figure 6 shows that also the ANFIS neural
network will converge to a solution after a finite number of
epochs. Table number 2 resumes the different mean squared
errors obtained with the neural network architectures used in
the paper. Also table 3 shows the number of epochs employed
for every neural network to converge to a determined error.

The results shown in the experiments indicate that the three
different neural architectures can be used to the task of gesture
recognition with the kinect sensor. However, the networks
have different performances. If the mean squared error is
analysed , the network with the minor mean squared error



Fig. 4. Multilayer perceptron mean squared error.

Fig. 5. Radial basis function mean square error.

Fig. 6. Anfis neural network error.

TABLE II
NEURAL NETWORK-MEAN SQUARE ERROR

Neural Network MSE
Multilayer Perceptron 0.000039522

RBF 0.0000695
ANFIS 0.00455096

TABLE III
NEURAL NETWORK-EPOCHS NUMBER

Neural Network Epochs
Multilayer Perceptron 11

RBF 50
ANFIS 300

is the Multilayer Perceptron, followed by the Radial Basis
Function and the ANFIS network. If the focus of the analysis is
the number of epochs to reach a determine error, the Multilayer
Perceptron uses just 11 epochs, followed by the Radial Basis
Function with 50 epochs and the ANFIS neural network with
300 epochs.

Based on these results, we could sumarize that the Multi-
layer Perceptron is the one the shows the best performance,
followed by the Radial Basis Function network in second
place, and the ANFIS network in third place. Also the Mul-
tilayer Perceptron and Radial Basis Function networks have
a simpler architecture compared to the ANFIS network that
shows a more complex architecture and more number of
parameters.

VI. CONCLUSIONS

This work shows the use of three different neural architec-
tures for the task of gesture recognition, the data was capture
using the microsoft kinect sensor, the skeleton data was identi-
fied and the skeleton joint data was extracted from the RGBD
images generated with the Kinect sensor. Three different
gestures of a person were used and the neural networks were
trained. Results shown that both the Multilayer Perceptron,
Radial Basis Function and ANFIS neural networks have a good
performance for the task of gesture recognition in that order.
But, the Multilayer Perceptron shows a better performance.
The next step will be to use the gesture identification system
developed in this work for the control of a mobile robot,
that will recognize the gestures generated by a human and
will move forward, backward or follow a predefined trajectory
according to the hand movements.
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